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v Abstract

In the current Al era, mobile devices such as smartphones are tasked
with executing a myriad of deep neural networks (DNNs) locally. It
presents a complex landscape, as these models are highly fragmented
in terms of architecture, operators, and implementations. Such
fragmentation poses significant challenges to the co-optimization of

hardware, systems, and algorithms for efficient and scalable mobile Al.

Inspired by the recent groundbreaking progress in large foundation
models, this work introduces a novel paradigm for mobile Al, where
mobile OS and hardware jointly manage a foundation model that is
capable of serving a wide array of mobile Al tasks. This foundation
model functions akin to firmware, unmodifiable by apps or the OS,
exposed as a system service to Apps. They can invoke this foundation
model through a small, offline fine-tuned * “adapter" for various
downstream tasks. We propose a tangible design of this vision called
M4, and prototype it from publicly available pre-trained models. To
assess its capability, we also build a comprehensive benchmark
consisting of 38 mobile Al tasks and 50 datasets, spanning 5
multimodal inputs. Extensive experiments demonstrate \sys's
remarkable results: it achieves comparable accuracy in 85% of tasks,
offers enhanced scalability regarding storage and memory, and has
much simpler operations. In broader terms, this work paves a new way
towards efficient and scalable mobile Al in the post-LLM era.
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Hardware Dependencies
desktop computer with a GPU server and Edge Al Developer Kit
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